

## IF•F T آزمون (نيمهمتمركز) ورود به دور ههاى دكترى ـ سال

## دفتر چهُ شماره ( (1)

## صبح پنجشنبه <br> |F•1/Tr/I|


(اكر دانشكَاه اصلاح شود مملكت اصلاح مىشود."
امام خمينى (ر)

سنجش از دور و سامانه اطلاعات جغرافيايى (كد Yl•A)


عنوان مواد امتحانى، تعداد و شماره سؤالات


اين آزمون نمرئ منفى دارد.


حق جايه تكير و انتشار سؤالاتبه هر روش (الكترونيكى و...) سָس از بركزارى آزمون، براى تمامى اشخاص حقيقى حقوقى تنها با مجوز اين سازمان مجاز مىباشدو با متخلفينبرابر مقررات رفتار مىشود. در صورت وجود هرگونه پرسش و ابهام با شماره 9099 ت 9 تماس بگيريد. 9

صفحه
سنجش از دور و سامانه اطلاعات جغرافيايى (كد 1• ( $1 \times$ )

* : داوطلب گرامى، عدم درج مشخصات و امضا در مندرجات جدول زير، بهمنزلهٔ عدم حضور شما در جلسهٔ آزمون است.

با آكاهى كامل، يكسانبودن شمارئ صندلى خود با $\qquad$ با شمارئ داوطلبى اينجانب
 بر روى جلد دفتر چهٔ سؤالات و پايين پاسخنا پالاما

امضا:

مجموعه دروس تخصصى (رياضى و آمار _سيستم/اطلاعات جغرافيا يیى وسنجش/ز دور -روشت تحقيق در سنجش/ز دور وGIS _ تنفسير و پردازش تصاوير ماهوارهاى):



$$
\begin{array}{r}
(-\infty, r) \cup[r, \infty)(1 \\
(-\infty, r] \cup[r, \infty)(r \\
{[r, r)(r} \\
(r, r)(r
\end{array}
$$



$$
\begin{aligned}
& r \sqrt{r}() \\
& \frac{r \sqrt{r}}{r}(r \\
& \frac{9 \sqrt{r}}{r}(r \\
& 9 \sqrt{r}(r
\end{aligned}
$$

 19 (1 ro ( $Y$ Y) ( $\Gamma$ $\infty$ ( ${ }^{c}$


$$
\begin{aligned}
& -\frac{q}{b}() \\
& -\frac{q}{b}(r \\
& \frac{q}{b}(r \\
& \frac{q}{b}(f
\end{aligned}
$$

 با محور xها، كدام است؟ ص ( $)$
$\frac{1}{r}(r$
$1(r$
$r(Y$ . $A=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$

$$
\left[\begin{array}{cc}
-r & -r \\
r & r
\end{array}\right]
$$

$$
\left[\begin{array}{cc}
r & -r \\
-r & -r
\end{array}\right](r
$$

$$
\left[\begin{array}{cc}
-r & r \\
-r & -r
\end{array}\right](r
$$

$$
\left[\begin{array}{cc}
r & -r \\
-r & r
\end{array}\right](r
$$

$$
\begin{aligned}
& \text { مقدار }-\Delta \\
& -\sqrt{r}(1 \\
& 1 \text { (r } \\
& \sqrt{r}(r \\
& \text { ¢ ¢ ) وجود ندارد. }
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{11}{a}(1 \\
& -\frac{11}{V}(r \\
& \frac{1 \lambda}{V}(r \\
& \frac{11}{a}(4
\end{aligned}
$$

9- براساس دادههاى در اختيار، نمودار ساقه و بر گ (تنه و شاخه) دادهها در زير آمده است. مقــدار

| 1 | 0 | 1 | $r$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $r$ | 1 | $r$ | $r$ | $r$ | $\Delta$ |  |  |  |
| $r$ | $r$ | $r$ | $r$ | $r$ | $r$ | $r$ | $\Delta$ |  |
| $r$ | $r$ | $r$ | $\Delta$ | $\Delta$ | $\Delta$ | $q$ | $q$ | $q$ |
| $\Delta$ | $v$ | $A$ | $q$ | $q$ |  |  |  |  |

$$
\begin{aligned}
& \text { ( } \mathrm{HF}, \mathrm{HY}, \mathrm{FA} \text { ) ( }
\end{aligned}
$$

$$
\begin{aligned}
& (Y f / \Delta, \mu \psi, \Delta, \mu \Delta, \Delta)(\mu \\
& \left(Y_{\mu}, \Delta, \mu_{\mu}, Y \Delta, \Delta\right)(\mu
\end{aligned}
$$

 انتخاب مى كنيه. احتمال اينكه مهره دوم سبز باشد، كدام است؟

$$
\begin{aligned}
& \frac{r}{1}() \\
& \frac{\varphi}{q}(r \\
& \frac{\Delta}{1}(r \\
& \frac{\Delta}{q}(\varphi
\end{aligned}
$$

 اين جامعه را براى دستيابى به اولين فرد با بيمارى A انتخاب كنيد، متوسط تعداد افراد مور دي بر بر دسى كدام است؟

$$
\begin{gathered}
10() \\
100(\% \\
9(\% \\
90(\%
\end{gathered}
$$

فرض كنيد X يكى متغير تصادفى با جدول تابع احتمال زير است. مقدار E(X) كدام است؟ | $\mathbf{x}$ | 0 | 1 | $r$ | $r$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{P}(\mathbf{X = x})$ | $\mathbf{a}^{r}$ | $\mathbf{a}+\frac{1}{r}$ | $\mathbf{a}+\frac{\Delta}{\Lambda}$ | $\frac{\Delta}{\Lambda}$ |

$$
\begin{aligned}
& \frac{11}{\Lambda}() \\
& \frac{1 r}{\Lambda}(r \\
& \frac{10}{\Lambda}(r \\
& \frac{1 V}{\Lambda}(\varphi
\end{aligned}
$$



$$
\begin{aligned}
& \text { خطاى نوع دوم است. كدام مورد براى رد به حق فرض H. } \\
& 1-\beta \text { ( } \\
& 1-\alpha \text { ( } \gamma \\
& \alpha \text { ( } \\
& \beta \text { ( }{ }^{4}
\end{aligned}
$$

خلاصه اطلاعات زير مربوط به دادههاى دو متغيره است. اگر برازش مدل خطى ساده، يعنى
 $\mathbf{n}=1 \varepsilon, \overline{\mathbf{x}}=r, \overline{\mathbf{y}}=r, \sum\left(\mathbf{x}_{\mathbf{i}}-\mu\right)^{r}=r \Delta, \sum\left(\mathbf{y}_{\mathbf{i}}-r\right)^{r}=r q, \sum\left(x_{i}-\mu\right)\left(\mathbf{y}_{\mathbf{i}}-r\right)=10$

$$
\begin{aligned}
& \left(\frac{V}{\Delta}, \frac{r}{\Delta}\right)(1 \\
& \left(\frac{r}{\Delta}, \frac{V}{\Delta}\right)(r \\
& \left(\frac{q}{\Delta}, \frac{r}{\Delta}\right)(r \\
& \left(\frac{r}{\omega}, \frac{q}{\omega}\right)(\varphi
\end{aligned}
$$

 در مور اين دانشكاه و دانشكاه B همسويى دارد. براى بررسى موضوع، دادههاى زير فراهم آمده است. مقدار آماره آزمون

| >انشجو <br> دانشگَاه | ضعيف | متوسط | خوب |
| :---: | :---: | :---: | :---: |
| A | V | $\wedge$ | $\Delta$ |
| B | $\wedge$ | $\checkmark$ | 0 |

$$
\begin{aligned}
& \frac{r}{10}(1 \\
& \frac{r}{10}(r \\
& \frac{r}{10}(r \\
& \frac{1}{10}(\uparrow
\end{aligned}
$$

تخمينگر كريجينگَ بر كداميـ از مفاهيم استوار است؟

|  |  |
| :---: | :---: |
|  |  |

- IV

(1^- معيار طبقهبندى شكستهاى طبيعى (Natural breaks)، در طبقهبندى نقشهها چیيست؟
(Y) نسبت مساحتها (Y)
(Y) خوشههاى يكسان موجود در دادهها
() توزيع آمارى دادهمها

٪) اهميت مقادير موجود در نقشه
-19 شكل B نتيجه اعمالِ كدام تابعِ مرفولوزى رياضى بر روى شكل A است؟


$$
\mathbf{B}=\mathbf{A} \Theta\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

$$
B=A \oplus\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$$
B=A \oplus\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

$$
\mathrm{B}=\mathrm{A} \oplus\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right]
$$


 Landcover




r- اگر لايه A نمايانگَر املاك شهرى و B نمايانگَر خيابانهاى شهرى باشند، بلمنظور تعيين نام نزديكترين خيابان به هر ملك از كدام تحليل مكانى استفاده مىشود؟ (با فرض اينكه نام خيابانها در جدول توصيفى B قرار داده شده است.)


Join ()
Spatial join ( $Y$
Relationship ( $\Gamma$ Spatial relationship ( ${ }^{〔}$

ץץ - روىهمگَذارى لايههاى رسترى معمولاً براى كدام دسته از دادهها استفاده مىشود؟


- اتر مقادير نوشته شده مربوط به عدد انحراف جرائم (يعنى تعداد جرائم هر ناحيه منهاى ميانگیين جرائم كل شهر) در س ناحيه همجروارِ شهرى و در سه حالت مختلف b a و c باشد، طبق شاخص موران، كدام گزينه صحيح است؟

a (وزن بين نواحى برابر درنظر گرفته مى شود.)
b


c

 r) حالت b بيش از ¢) حالت c بيش از a و b به تشكيل خوشه مكانى در الگَوهاى جرائم نزديك است


 (طول يالها يكسان است.)

) ( تعديل تفاوت استهلاك نور (Light extinction) در باندهاى قرمز و مادون قرمز در عبور از تاج پوشش

براى محاسبه يهناى برداشت يكـ ماهواره در روى زمين (Ground swath width) از كدام يارامتر (ها) استفاده مىشود؟
( ) زاويه ديد سنجنده و ارتفاع ماهواره ) ابعاد پيكسلها بر روى زمين
(



$$
\left[\begin{array}{ccc}
-1 & -r & 0 \\
-r & 0 & r \\
0 & r & 1
\end{array}\right]\left(r \quad\left[\begin{array}{lll}
1 & 0 & -1 \\
r & 0 & -r \\
1 & 0 & -1
\end{array}\right](1)\right.
$$

$$
\left[\begin{array}{ccc}
-1 & -r & -1 \\
0 & 0 & 0 \\
1 & r & 1
\end{array}\right](r
$$

$$
\left[\begin{array}{ccc}
0 & -r & -1 \\
r & 0 & -r \\
1 & r & 0
\end{array}\right](r
$$

كدام تَزينه در مورد يكنواختسازى هيستوترام، صحيح است؟
() يك روش بسط تباين خطى است.




- • براساس تئورى احتمال دوجملهاى تقريباً چֶقدر است؟ اسْ

$$
\begin{aligned}
& 940(t \\
& \text { Irs (f }
\end{aligned}
$$

$$
1 r \wedge \circ(1)
$$





$$
\begin{aligned}
& \text { (Y (Y } \\
& \text { ¢ ( } \\
& \text { ( ) } \\
& \text { ٪ }
\end{aligned}
$$

 ممكن است؟

$$
\begin{aligned}
& \text { (Y) شبانهروز، شبانهروز (Y) شب، شبانهروز } \\
& \text { 「 }
\end{aligned}
$$

حرا روش طبقدبندى ماهالانوبيس از روش حداكثر احتمال سريعتر است؟


 ¢ ¢ (


 پيشبينى شده)

$$
\operatorname{RMSE}(\hat{\mathrm{Y}}, \mathrm{Y}) / \operatorname{Min}(\mathrm{Y})(\mathrm{Y} \quad \operatorname{RMSE}(\hat{\mathrm{Y}}, \mathrm{Y}) / \operatorname{Max}(\mathrm{Y})()
$$

$\operatorname{RMSE}(\mathrm{Y}, \hat{\mathrm{Y}}) /(\operatorname{Max}(\mathrm{Y})-\operatorname{Min}(\mathrm{Y}))(\uparrow$
$\operatorname{RMSE}(\hat{\mathrm{Y}}, \mathrm{Y}) / \operatorname{Mean}(\mathrm{Y})$ ( $\Gamma$
( در ماتر يس وار يانس - كوواريانس مقابل، كدام گز ينه، نتيجه محاسبه همبستگى ماتريس مذكور است؟ -rV

|  | متغير | متغير |
| :---: | :---: | :---: |
| A متغير | DAY |  |
| متغير | Ira | tgy |

$$
\begin{aligned}
& r_{x}=\left[\begin{array}{cc}
1 & 0, r \Delta \\
0, \mu \Delta & 1
\end{array}\right](1 \\
& r_{x}=\left[\begin{array}{ll}
0, \Lambda & 0, \mu \nu \\
0, \mu \Delta & 0, \nu \nu
\end{array}\right](r \\
& r_{X}=\left[\begin{array}{cc}
0, \nu & 0, \mu \Delta \\
0, \mu \Delta & 0, \lambda \tau
\end{array}\right](\mu \\
& r_{x}=\left[\begin{array}{cc}
0, \Lambda 1 & 1 \\
1 & 0, \nu
\end{array}\right]
\end{aligned}
$$


قوانين منطق استقرايى پيروى مى كند و كداميك از توضيحات درست است است؟



 تناقض نباشد.
१q- آزمون من كندال، براى حل كدام مسائل استفاده مىشود؟

Y (Y) تحليل حساسيت يك مدل پارامتريك ¢ ¢) تحليل استقلال پارامترهاى عددى يكَ مدل
() تحليل روند سرىهاى زمانى
r) تحليل مكانى گسترش یی پديده

در صور تى كه معيارهاى صحتسنجـى مقادير پيشبينـى شده توسط يكـ الگوريتم مطابق مقادير زير باشــد، مقــدار

|  | پيشبينى شده توسط الگوريته |  |  |
| :---: | :---: | :---: | :---: |
| 3 |  | True | False |
| J. | True | VI | $f$ |
| \% 2 | False | 10 | 10 |

Precision

كدام فرضيه، وجود هرگونه تأثير رابطه يا تفاوت بين متغيرهاى تحقيق را نفى مىكند؟

$$
\begin{aligned}
& 0,978,0,049 \text { (1 } \\
& 0,948,0,109 \text { ( } \\
& 0,1 V 9 \text {,0,948 ( } \\
& 0,048 \text {,0,9V8 (4 }
\end{aligned}
$$

## () بدون جهت

هستىشناسى مكانى از كدام مفاهيهم بهصورت بههم پيوسته و متقابل استفاده مى کند؟
() ) روابط كمّى، موقعيت مكانى موّى موجوديتها، تحليلههاى مكانى
Y) روابط جزئى، موقعيت مكانى موجوديتها، تحليلهاى مكانى

؟) روابط جزئى، روابط كيفى (توپولوزى)، موقعيت مكانى موجوديتها

ץ () تحليل روابط غيرخطى بين خروجىها با
 با تو به به رابطه ميان شيب و فرسايش در ماتريسهاى اشكال A FF A

| 87 | 95 | 72 | 37 | 44 | 24 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 40 | 55 | 55 | 38 | 88 | 34 |
| 41 | 30 | 26 | 35 | 38 | 24 |
| 14 | 56 | 37 | 34 | 8 | 18 |
| 49 | 44 | 51 | 67 | 17 | 37 |
| 55 | 25 | 33 | 32 | 59 | 54 |


| 72 | 75 | 85 | 29 | 58 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 60 | 49 | 46 | 84 | 23 |
| 21 | 46 | 22 | 42 | 45 | 14 |
| 19 | 36 | 48 | 23 | 8 | 29 |
| 38 | 47 | 52 | 52 | 22 | 48 |
| 58 | 40 | 46 | 38 | 35 | 55 |



همبستگیى متناظر چيست؟

B

() كشف ارتباط قوىتر متغير شيب و فرسايش در نتيجه تغيير مقياس دادهها ץ) اغراقنمايى محيطى (Ecological Fallacy) در نتيجه تجميع دادهها T) تعيين قدرت تفكيك بهيننه بين متغير شيب و فرسايش ^) عامل شيب تنمها عامل مؤثر در فرسايش نيست.

(Temperature Condition Index) TCI براى تشخيص تغييرات با استفاده از دادههاى حرار تـى از رابطه زير استفاده مىشود. كدام كزينه درست است؟
$T C I=\frac{T_{\text {max }}-T_{X}}{T_{\text {max }}-T_{\text {min }}}$

$$
\begin{aligned}
& \text { T T }{ }_{\text {max }}^{\text {، }} \text { ( }
\end{aligned}
$$

- MA


$$
\begin{aligned}
& \text { كدام گَز ينه در مورد طبقهبندى شبكه عصبى پֶرسپّترون چند لايه، درست است؟ } \\
& \text { () براساس پيشفرض نرمال بودن توزيع دادهما عما عمل مى كند. }
\end{aligned}
$$

؟) در فرايند آموزش Back propagation به تعداد نمونههاى آموزشى حساسيت ندارد. ¢) امكان تفسير قوانين بهدست آمده به آسانى ميسر نيست و بهصورت جعبه سياه كار مى كند.







Pure Pixel Index (PPI) ( $\Gamma$
Spectral Vector Analysis (SVA) ( ${ }^{\uparrow}$

Endmember Selection ()
Minimum Noise Fraction (MNF) ( $\Gamma$

- براى بر برسى تغييرات مكانى ـ زمانى كانونهاى مولد كردوغبار با استفاده از سرىهاى زمانى دادههاى مـاهوارهاى

كدام روش مناسبتر است؟

$$
\begin{array}{r}
\text { 〒) }
\end{array}
$$

$$
\begin{aligned}
& \text { () شبكه پرسپترون چندلايه (MLP) } \\
& \text { (1) (DT) درخت تصميمگیرى (1) }
\end{aligned}
$$



| $\sum_{i=1}^{r} S_{i}$ | مجموع قدر مطلق ضريب همبستكى بين باندها به صورت دوبهدو | تركيب باندى | مورد |
| :---: | :---: | :---: | :---: |
| rr,vo | 1, $\mathrm{\Delta V} \times$ | $r-r-v$ | a |
| ra/^r | 1,1v | $1-r-\Delta$ | b |
| ra,ra | 1,99 | $r-r-r$ | c |
| rr/ar | r, Mf | $1-r-r$ | d |


| d (f) |  |  | a ( 1 |
| :---: | :---: | :---: | :---: |
|  |  | T, N | اصولاً |
|  |  |  |  |
|  |  |  | ( |

Support vector: B, Hyper plane: A()


Hyper plane: B, Support vector: A (Y
Margin: B, Support vector: A ${ }_{( } \Gamma$
Margin: B, Hyper plane: A ( ${ }^{\varphi}$

Reflectance Band 1



طول موج (ميكرومتر)

- DV مىدهد، كدام مور د درست است؟

| $\mathrm{PC}_{V}$ | $\mathrm{PC}_{9}$ | $\mathrm{PC}_{\Delta}$ | $\mathrm{PC}_{4}$ | $\mathrm{PC}_{\boldsymbol{r}}$ | $\mathrm{PC}_{\boldsymbol{r}}$ | PC ${ }_{1}$ | متغير |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0, \circ \mathrm{~F}$ |  | - 14 | -, 09 | $r, r \wedge$ | r, vr | ar,rr | درصد واريانس |


Y) درصد واريانس تجمعى PC

¢) درصد واريانس تجمعى PC
ه^ هي هيستورام زير مربوط به تفريق دو تصوير براى تشخيص تغييرات در دو تاريخ مختلف است. كداميى از موارد زير


درست است؟





- D9





-9• - تبديل A به B ناشى از كدام عملكَر مرفولوزيكى (Morphological operator) است؟


A


B

D○ ( $Y$
$\mathrm{V} \circ(1$
10(f)
ro( $(\uparrow$

ץ צ- درصور تى که خروجى فيلتر (B) بر روى تصوير ماهوارهاى (A) اعمال شود. مقدار پيكسل (ا و ا) در C كدام است؟

| 1 | r | $\Gamma$ | 1 | F |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\wedge$ | 9 | $r$ | 0 |
| 0 | $\bigcirc$ | 1 | F | $r$ |
| $\wedge$ | 9 | F | $r$ | $\Gamma$ |
| 9 | r | 1 | $\wedge$ | 0 |

(A)

| 1 | -1 | $r$ |
| :---: | :---: | :---: |
| $-r$ | 1 | $\circ$ |
| $\circ$ | $r$ | $r$ |$=$

(B)

(C)

$$
\varepsilon(Y
$$

$$
Y(1
$$

IT (Y
ץ
() فشردگى، حالت Extreme روى (Y) مهم افتادگى است.
Y) مناطق داراى فشردگى، در تصوير رادار تيره به نظر مىرسند. ؟) مناطق داراى فشردگى، در تصوير رادار روشن به نظر مىرسند.
 شكل زير منبعى از آب را نشان مىدهد كه دريافت تابشهاى خورشيدى و اتمســفرى (تــابش كــل) و تابشهـــــى -94



$$
\begin{aligned}
& \mathrm{L}_{\mathrm{V}}= \mathrm{L}_{\text {total }}+\left(\mathrm{L}_{\mathrm{p}}+\mathrm{L}_{\mathrm{s}}-\mathrm{L}_{\mathrm{b}}\right)(1 \\
& \mathrm{L}_{\mathrm{V}}= \mathrm{L}_{\text {total }}-\left(\mathrm{L}_{\mathrm{p}}+\mathrm{L}_{\mathrm{s}}+\mathrm{L}_{\mathrm{b}}\right)(T \\
& \mathrm{L}_{\mathrm{V}}=\left(\mathrm{L}_{\mathrm{p}}+\mathrm{L}_{\mathrm{s}}+\mathrm{L}_{\mathrm{b}}\right)-\mathrm{L}_{\text {total }}(\tau \\
& \mathrm{L}_{\mathrm{V}}=\mathrm{L}_{\mathrm{p}}+\mathrm{L}_{\mathrm{s}}+\mathrm{L}_{\mathrm{b}}(\uparrow
\end{aligned}
$$

در بهكارگيرى الگَوريتمهای يادگيرى ماشين در صورت وجود Missing value در مقدار DN تصوير، كــداميكـ از
¢ ¢) جمعآورى مجدد داده / تغيير پارامترهاى الگوريتم / تكرارهاى متوالى

انعكاسى چگگونه است، چֶرا؟ (ساير شرایط يكسان فرض مى شیود.)
() ) موجب افزايش همبستگى مىشود، زيرا اثر پستى و بلندى در دو تصوير يكسان است. ץ) بدونتأثير است، زیرا اثر پستى و بلندى روى حرارت زیاد ولى روى بازتاب ناحیی است.
 ¢ ( ) موجب كاهش همبستگى مىشود، زيرا اثر سايه در هر دو تصوير متفاوت است.
-9V مطابق جدول درهمى حاصل از طبقهبندى نمونههاى تعليمى، تعداد پيكسلهاى متعلق به X

| كلاس4 | T | SL1 | DV | SL2 | W1 | SSH | E1 | SD | E2 | W2 | $\begin{array}{\|l\|} \hline \text { نونه } \\ \hline \end{array}$ | دنت |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $1 \cdot 1$ | iv |  | r |  |  |  |  |  |  | Irv | 10/. $\varepsilon$ |
| SL1 | ov | Yoz | 1 | \& |  |  |  | 1 |  |  | riv | A./1r |
| DP |  |  | 178 |  |  |  |  | \& |  |  | IVY | 9V/.a |
| SL2 | 1 |  |  | riv |  | 1 |  |  |  |  | Y1A | 99/0 |
| W1 |  |  |  |  | £ |  |  | $r$ |  | ๕ | or | M/2 |
| SSH |  |  |  |  |  | 19 V |  | 9 |  |  | r.7 | 90/7 |
| E1 |  |  |  |  |  |  | IV7 |  | 1 |  | Ivr | 99/8 |
| SD | $\mathrm{x}_{1}$ |  |  |  |  |  |  | YY | $\mathbf{x}_{Y}$ |  | ren | $91 / 1$ |
| E2 |  |  |  |  | 1 | 1 | 1 |  | YY\% |  | YYV | 9 $1 / 7$ |
| W2 |  |  |  |  |  | 1 |  | 1 |  | 71 | 7 | 97/^ |
| \|كنونه | Ivr | rvi | 14 | rrr | \&v | r.. | ivv | rqr | YE. | 70 | $14 \cdot \mathrm{v}$ |  |
| دنت | 7Y/\& | 4r/V | 99/8 | 90/2 | $9 \mathrm{~V} / \mathrm{A}$ |  | 9 $1 / 7$ | 9r/. | 9./r | 9r/A | - | 4r/r |

چچپ) كدام است؟
Vgr(l
$10 g V(Y$
rg $V(r$
$V g 10(4$

در شكل زير، تصوير با كدام روش بسط داده شده است؟


كداميك از موارد در رابطه با بهكارگَيرى پيكسلهاى ابر و سايه در تجزيهوتحليل تشخيص تغييرات درست است، چرا؟





$$
\begin{aligned}
& \text { دورنيابى خطى استفاده شود. } \\
& \text { كدام مورد، درست است؟ -V. }
\end{aligned}
$$



 ¢ ¢) ضريب كاپا، ميزان توافق بين نقشه طبقهبندى شده با دادههاى مرجع را محاسبه مى كند.

